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## Abstract

Our collective eagerness to integrate technology into every aspect of society, in both our personal lives and on an institutional level—from choosing a romantic partner to policing—has resulted in an abundance of rapidly produced and, consequently, poorly designed digital systems. By assuming technology is inherently objective and unbiased, systems are created uncritically, allowing for the codification of discriminatory practices. In this essay, I will draw upon the works of critical race theorists, Marxists, and labelling theorists to argue that technology reinforces and exacerbates existing social inequalities—notably class and racial hierarchies. I will begin by discussing the extensive harm caused by biased search engines and algorithms before unpacking how the ‘digital divide’ leads to the social exclusion of the poor and particularly the homeless.
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## Discriminatory search engines

In *Algorithms of Oppression*, Noble (2018) unfolds how prejudice against women of colour is embedded in search engine results; if you run a Google search for “black girls,” sexually explicit phrases such as “black booty” and “sugary black pussy” are amongst the first results whilst searching “white girls” presents a radically different—far less pornographic—outcome. This is no different when searching for other combined gendered and racial identities (e.g., Asian women, Latina girls, etc.), which not only displays a flood of pornography as the main representation of women but also an abundance of additional stereotypes with mere scraps of information that may be of value. For women of colour, whose identities are already often diminished in the media (Gill, 2007), this only further demeans and erodes efforts for recognition and appreciation. Similarly, a viral tweet by Kabir Alli (@iBeKabi, 2016) exposed how searching for “three black teenagers” displays mug shots whilst searching for “three white teenagers” shows pleasant stock photos. Evidently, the presentation of manipulated information is not an isolated event; instead, social stereotypes are routinely reiterated by search engines—in these examples, the notions that black men are dangerous and women of colour are hypersexual are reinforced. Many sociologists, including Howard and Borenstein, (2018), Garcia (2016), and Noble (2018), have concluded that prejudice has become automated through computer coding, allowing for the “reinforcement of oppressive social relationships and new modes of racial profiling” (Noble, 2018, pp. 1).

Despite this, Google remains popular, with billions of searches a day (Google trend, 2024; Flensted, 2023) and many regarding it as a credible source for information. Few are aware of Google’s profit-oriented approach, which algorithmically prioritises its own properties—regardless of its validity—to the top of the search load and essentially blocks sites that attempt to compete (Consumer Watchdog, 2013; Noble, 2012). Unsurprisingly, Marxists, such as Mager (2012), have critiqued Google’s monopoly, both because of the concentrated wealth of “digital oligarchy” (Taplin, 2017) and because knowledge governed by those in power allows for the reinforcement of capitalist ideologies. Reich (2017) argues that creating racial hierarchies (in this case, by reiterating racial stereotypes) divides the working class, preventing revolution and ultimately serving the ruling class/Bourgeoisie. Evidently, there is an intrinsic link between class, race, and gender; Google’s commercial motives have resulted in discriminatory—racist and sexist—search engine results.

## Beauty AI

Search engines are not the only example of biased algorithms; Beauty AI, a seemingly harmless enterprise, presented the first international beauty contest judged by an algorithm. The 2016 project, designed by Youth Laboratories, involved 6000 participants from 100 countries and yet, out of 44 winners, only one finalist had dark skin (Benjamin, 2019). This, understandably, sparked controversy, leading media outlets such as The Guardian to state that “the robots did not like people with dark skin” (Levin, 2016), prompting revived debates on the unintended results of coding. Despite the algorithm not intentionally being built to view white skin as an indicator of beauty, the input data caused the AI to reach that conclusion (Benjamin, 2019). For Critical Race theorists, racism is engrained into the very fabric of society (Parker and Gillborn, 2020); when robots are designed in a world founded and entrenched in racism, it is unsurprising when racism seeps into technological outputs. Put simply, “biased algorithms are produced by human creators who have their own deeply entrenched biases” (Levin, 2016); whether consciously or not, human programmers’ bias towards whiteness is encoded, reinforcing racial hierarchies.

## Policing, surveillance, and other real-world consequences

It could be argued that although the examples I have provided so far have displayed shameful discrimination, they have been victimless; therefore, my next example will focus on the real-life consequences of biased algorithms.

Historically, the relationship between ethnic minorities—in particular, black men—and the police has been characterised by intensive and invasive over-policing. A report by Brown (2021) unveils the disproportionate stop and searches black men face (80% of whom are innocent), as well as the use of violence by the police, with “black people three more times likely to be tasered” than white people (Gayle, 2015). With predictive technology, this habitual racial profiling and police brutality is made infinitely easier. Predictive policing refers to police work that utilises technology to forecast the people/places considered likely to be involved in crime in the near future (Sandhu and Fussey, 2021). Ironically, the goal is to make policing fairer by neutralising the subjectivity of police decisions; the problem, of course, is that policing has routinely targeted marginalised communities and so imputing unfair data will yield unfair results. For example, a case study conducted by Piliavin and Briar (1964) found that police decisions to arrest young people are primarily based on physical aspects, such as ethnicity and class (indicated by clothing); as ethnic minority poor men fit best into the police notion of the ‘typical offender,’ they are most likely to be arrested. A more recent study by Dabney *et al*.(2017) backed up these claims. In contrast, young people from higher classes (not viewed as the ‘typical offender’) are less likely to be arrested, and in the rare cases that they are, they are more likely to talk their way out of being charged (Cicourel, 2017). As labelling theorists put it, police socially construct criminals based on preconceived stereotypes and prejudice typification (Muncie, 2010, pp. 139–152), viewing the same behaviour differently depending on who the offender is. This skews arrest statistics, making crime appear as a majorly ethnic-minority and working-class phenomenon. When these results are input into predictive software, police officers are instructed by the algorithms to, once again, target ethnic-minority, poor areas. Rather than making policing more objective, predictive policing “facilitates amplifications of prior surveillance practices” (Brayne, 2017), only this time, the guise of neutrality prevents officers from taking accountability for only targeting a certain population. As Citron and Pasquale (2014) put it, human judgment is hidden in the black box.

It is also important to note that, regardless of police efforts—and even if the police were not institutionally racist (as Critical Race theorists argue (Alang, 2018))—crime data will always be biased, as it is impossible to record all crimes since not all are reported. In addition, crimes that take place in public (like vandalism) are more visible to police and are more likely to be recorded (Duster, 1997, pp. 260–87) whilst crimes like tax evasion and bribery (often committed by the rich) are less likely to be detected. Undoubtably, missing crime data combined with patterns of over-policing has resulted in inaccurate and discriminatory algorithms.

Similarly, Correctional Offender Management Profiles for Alternative Sanctions (COMPAS) is used by US police to predict whether or not convicts are likely to reoffend; this is determined by the answers given to 137 questions relating to various aspects of the offender (e.g., their age, gender, geography, etc.). COMPAS then determines the risk of recidivism using a scale of 1–10 (1 being very unlikely and 10 being very likely) (Steege, 2021). Like other forms of predictive policing, it is evident that racial profiling is characteristic to this software. In 2014, Brisha Borden, a black 18-year-old girl, was convicted of attempting to steal a bicycle worth £80 when the opportunity arose. That same year, Vernon Prater, a 41-year-old white man, was convicted of robbing a store. Despite being previously convicted of armed robbery, Prater was assessed as unlikely to reoffend (with a score of 3) whilst Border—who had no past history of criminality—was determined as high risk of recidivism (with a score of 8) (Fortes, 2020). On the whole, I believe it is rather clear that predictive technologies reproduce existing patterns of discrimination; algorithms create self-perpetual cycles that prevent social progress.

## The digital divide and social exclusion

So far, the focus has been on programming causing social inequality, but of course, it is important to draw attention to the fact that technology is not widely accessible for all. The ‘digital divide’ (a metaphor for the gap between those who own technology/have internet access and those who don’t) has equally perpetuated inequality, specifically reinforcing class divides. The concept of the digital divide links directly to Schniller’s (1996) theory of information inequality and Tichenor *et al*.’s (1970) research on the knowledge gap; whilst in the past, not knowing how to read was a hinderance, today, not having access to the media can act in the same way. For example, Gomez (2020) reports that despite being among the most vulnerable to contracting COVID-19, some homeless Americans remain oblivious to the virus, since they have had no way of finding out.

That is not the only issue the digital divide has caused the homeless; from a Marxist perspective, [Ragnedda](https://0-www-emerald-com.serlib0.essex.ac.uk/insight/search?q=Massimo%20Ragnedda) and [Ruiu](https://0-www-emerald-com.serlib0.essex.ac.uk/insight/search?q=Maria%20Laura%20Ruiu" \o "Maria Laura Ruiu) (2020) introduce the concept of “digital capital”, arguing that those who do not have access to technology are at a socio-economic disadvantage since they are, for example, unable to research and learn, apply for jobs, communicate with others, etc. This digital exclusion leads to social exclusion, ultimately reducing “life chances” (a term founded by Weber (1978), referring to the opportunities one has to improve their quality of life.)

## Cashless societies and their impact on homeless individuals: A deliberate oversight?

Additionally, the recent shift towards contactless payment has resulted in fewer (housed) people carrying change, rendering many unable/less willing to give to homeless people (Noone, 2018), and when homeless people are given change, they are increasingly unable to use it. Since this is a new shift, there is little literature concerned with the effects of a cashless society on the homeless, though it is certain to exacerbate financial difficulties, reinforcing class hierarchies. Though it may seem over-sceptical, it is difficult to believe that during the switch towards a cashless society, the homeless were simply forgotten; instead, it seems that it was a deliberate choice to further disenfranchise an already unprotected population. Visible methods to reduce the number of homeless people, such as ‘anti-homeless spikes’ (metal studs to discourage the homeless from sleeping in public spaces), have been increasingly implanted in urban areas (Petty, 2016). If the government are willing to use hostile architecture against the homeless, why should we assume they are moral enough not to utilise technology to harm the homeless?

## Conclusion

Overall, it is abundantly clear that technology—whether through its unequal distribution or its biased coding—reinforces social inequalities. This is particularly concerning since cuts to public education and libraries (through austerity policies) only exacerbate our reliance on technology. So, what can be done? The way in which technology reinforces inequality is simply a reflection of society; social stereotypes were not created by search engines, and the homeless were not socially included before the invention of the iPhone; technology does not create but exacerbates social inequalities, and so, the only way to prevent future discriminatory technology is to create transformative structural change in the real-world. It is impossible to create unbiased algorithms if the creators of said algorithms have deep-rooted prejudices. Likewise, the problem faced by the homeless of the digital divide is much bigger than a lack of access to technology; in a country as rich as Britain, why are resources distributed so unequally?
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